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#### Abstract

In this paper we give necessary conditions for Hartley proper efficiency in a vector optimization problem whose objectives and constraints are described by nonconvex locally Lipchitz set-valued maps. The obtained necessary conditions are written in terms of a Lagrange multiplier rule. Our approach is based on a reduction theorem which leads the problem of studying proper efficiency to a scalar optimization problem whose objective is given by a function of max-type. Sufficient conditions for Hartley proper efficiency are also considered.
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## 1. Introduction

Proper efficiencies are notions used in vector optimization to exclude anomalous efficient solutions. Such notions are introduced and studied by Kuhn-Tucker [17], Geoffrion [10], Borwein [3,4], Benson [2], Hartley [13], Henig [14], Borwein-Zhuang [5,6] ... The reader is referred to [12] for a comprehensive survey of proper efficiencies and relationships between them. Characterizations of proper efficiencies are obtained in [2-5,10,24] for convex vector optimization problems and in $[15,18]$ for the nonconvex case. Recently, some of them are extended [16,19-22,26,27] to problems with set-valued objectives and constraints being convex in a generalized sense: Benson proper efficiency is characterized [19,22,26,27] in terms of minimizers of a suitable scalar optimization problem, Lagrange multipliers and saddle points under a subconvexlikeness assumption [19] or near subconvexlineness assumption [22,27] (see also [26]). Super efficiency is expressed similarly in [21] under a convexlikeness assumption and in [20] under a near convexlikeness assumption. Hartley proper efficiency is characterized [16] by a scalarization theorem, provided that set-valued maps involved in objectives and constraints of vector optimization problems are nearly subconvexlike, or their support functions are quasiconvex. Henig
proper efficiency in set-valued optimization is studied in [11] by means of epiderivatives [11] of set-valued maps.
In this paper we are interested in Hartley proper efficiency for problems which may not be convex but can be described by locally Lipschitz set-valued maps. Our main idea, based on Reduction Theorem 2.1 of Section 2 , is to prove that the problem of finding properly efficient points is equivalent to that of a scalar optimization problem whose objective function is a function of max-type. (Such an idea can be found e.g., in [15,18] for the single-valued case.) Since this equivalence is established without any requirement imposed on the data of vector optimization problems, our scalarizing approach can be applied to various classes of problems. The class considered in this paper consists of problems which are given by locally Lipschitz set-valued maps. Under suitable assumptions we express necessary conditions for Hartley proper efficiency in terms of the Clarke subdifferentials of some real-valued functions which are constructed from the data of problems under consideration. These results are given in Section 4 and are obtained by combining the above scalarizing approach with necessary conditions for optimality of a scalar optimization problem considered in Section 3. We also point out that necessary conditions formulated in Section 4 become sufficient conditions for Hartley proper efficiency if some generalized convexity assumptions are satisfied. It is worth noticing that, although we restrict ourselves to the proper efficiency of Hartley, our results are valid for all the proper efficiencies of Benson [2], Borwein [4, Def. 2(b)], Henig [14, Def. 2.1] and, in particular, for a recent notion of proper efficiency of Borwein-Zhuang [6]. This is because the cone $D$ which is used to define proper efficiency in this paper is assumed to be closed convex and pointed; and hence all the just mentioned notions of proper efficiency are equivalent (see [12]). Thus, a comparison of the results of the present paper dealing with Hartley proper efficiency and the results of [11] dealing with globally proper efficiency of Henig [14] is justified since these notions of proper efficiency are equivalent. Let us give such a brief comparison. We begin by a remark that necessary conditions for globally proper efficiency [14] are written in [11] in terms of $Y$-epiderivatives (see [11, Definition 2.7]) or Clarke tangent epiderivatives (see [11, Definition 2.5]) of arbitrary set-valued maps between normed spaces. Since $Y$-epiderivatives (resp. Clarke tangent epiderivatives) are defined as set-valued maps whose graphs are cones which contain the Bouligand tangent cones (resp. which coincide with the Clarke tangent cones) of the epigraphs of given set-valued maps, applying the results of [11] requires to find such tangent cones. This seems to be a task not easy even in case when all maps are locally Lipschitz. It is then natural to ask if these epiderivatives can be replaced by other objects in writing necessary conditions for proper efficiency. In this paper we show that this is possible if we restrict ourselves to
locally Lipschitz maps between Euclidean spaces and if we use the Clarke subdifferentials of the support functions of these set-valued maps as substitutes for their epiderivatives. This is a difference between the approach of [11] and that of the present paper. Another difference is that the results of [11] are valid only if the cone involved in the constraint of optimization problems (i.e., the cone $E$ in the constraint (3.1) introduced in Section 3) must have nonempty interior while our results are established without this property. Some examples illustrating our main results can be found in Section 5 of this paper.

We conclude our introduction by giving some notions of Nonsmooth Analysis [7] which will be used later.

In this paper all the spaces $X, Y$ and $Z$ are assumed to be finite-dimensional Euclidean spaces. The scalar product of two vectors $\xi$ and $x$ of $X$ can be written as $\xi^{t} x$ where $t$ denotes the transpose. The unit sphere and the closed unit ball of $X$ are denoted by $S_{X}$ and $B_{X}$, respectively. For the sake of simplicity we will delet the subscript $X$ in the symbols $S_{X}$ and $B_{X}$. To show that Euclidean space $X$ is $m$-dimensional we write $X=R^{m}$. The nonnegative orthant of $R^{m}$ is denoted by $R_{+}^{m}$.

The graph of a set-valued map $F: X \rightrightarrows Y$ is denoted by gr $F:=\{(x, y)$ : $y \in F(x)\}$. Set-valued map $F$ is said to be closed if $\operatorname{gr} F$ is a closed set. If for each $x \in X$ the set $F(x)$ is closed (resp. convex, compact) then we say that $F$ has closed (resp. convex, compact) values. For each point $\zeta \in Y$ we introduce the extended function $c_{F}(\zeta, \cdot): X \rightarrow R$ (the real line) defined by

$$
c_{F}(\zeta, x)=\inf \left\{\zeta^{t} y: y \in F(x)\right\}, \quad x \in X,
$$

where we set $c_{F}(\zeta, x)=+\infty$ if $F(x)=\emptyset$ (the empty set). In case when $F$ is locally Lipschitz and has compact values, $c_{F}(\zeta, \cdot)$ is a locally Lipschitz function, and for each $x_{0} \in X$ there exists a neighbourhood of $x_{0}$ such that $c_{F}(\zeta, \cdot)$ admits $\alpha\|\zeta\|$ as its Lipschitz constant at $x_{0}$ where $\alpha$ is a Lipschitz constant of $F$ at $x_{0}$. Recall that set-valued map $F$ is locally Lipschitz at $x_{0} \in X$ with Lipschitz constant $\alpha>0$ if there exists a neighbourhood $U$ of $x_{0}$ such that

$$
F\left(x_{1}\right) \subset F\left(x_{2}\right)+\alpha\left\|x_{1}-x_{2}\right\| B_{Y}, \quad \forall x_{1}, x_{2} \in U .
$$

We say that $F$ is locally Lipschitz if it is locally Lipschitz at any point $x_{0} \in$ $X$.

A locally Lipschitz function $f: X \rightarrow R$ is said to be regular in the sense of Clarke [7] at $x_{0} \in X$ if the one-sided directional derivative

$$
f^{\prime}\left(x_{0}, x\right):=\lim _{\lambda \downarrow 0} \lambda^{-1}\left[f\left(x_{0}+\lambda x\right)-f\left(x_{0}\right)\right]
$$

exists and equals the Clarke directional derivative

$$
f^{0}\left(x_{0}, x\right):=\limsup _{x^{\prime} \rightarrow x_{0}, \lambda \downarrow 0} \lambda^{-1}\left[f\left(x^{\prime}+\lambda x\right)-f\left(x^{\prime}\right)\right]
$$

for each $x \in X$. The (Clarke) subdifferential of locally Lipschitz function $f$ at $x_{0}$ is denoted by

$$
\partial f\left(x_{0}\right):=\left\{\xi \in X: f^{0}\left(x_{0}, x\right) \geqslant \xi^{t} x \forall x \in X\right\} .
$$

LEMMA 1.1 (see [7, Proposition 2.3 .3 and 2.3.12]). Let $f_{1}, f_{2}, \ldots, f_{m}$ be locally Lipschitz funtions. Let $f(\cdot)=f_{1}(\cdot)+f_{2}(\cdot)+\cdots+f_{m}(\cdot)$ and $\psi(\cdot)=$ $\max \left\{f_{i}(\cdot): i=1,2, \ldots, m\right\}$. Then

$$
\begin{aligned}
& \partial f(x) \subset \partial f_{1}(x)+\partial f_{2}(x)+\cdots+\partial f_{m}(x), \\
& \partial \psi(x) \subset \operatorname{co}\left\{\partial f_{i}(x): i \in I(x)\right\},
\end{aligned}
$$

where $I(x)=\left\{i: 1 \leqslant i \leqslant m, f_{i}(x)=\psi(x)\right\}$ and co denotes the convex hull.
For a closed set $C \subset X$ we denote by $\rho_{C}(x)$ the distance from $x \in X$ to $C$. The set $T_{C}\left(x_{0}\right):=\left\{x \in X: \rho_{C}^{0}\left(x_{0}, x\right) \leqslant 0\right\}$ is the Clarke tangent cone of $C$ at $x_{0} \in C$. The set $N_{C}\left(x_{0}\right)=\left\{\xi \in X: \xi^{t} x \leqslant 0 \quad \forall x \in T_{C}\left(x_{0}\right)\right\}$ is the Clarke normal cone of $C$ at $x_{0}$.

For a convex cone $D \subset Y$ let us write

$$
\begin{aligned}
& D^{+}=\left\{\zeta \in Y: \zeta^{t} d \geqslant 0 \quad \forall d \in D\right\}, \\
& D^{+i}=\left\{\zeta \in Y: \zeta^{t} d>0 \quad \forall d \in D \backslash\{0\}\right\}, \\
& D_{S}^{+}=D^{+} \cap S, D_{S}^{+i}=D^{+i} \cap S, D_{B}^{+}=D^{+} \cap B, D_{B}^{+i}=D^{+i} \cap B
\end{aligned}
$$

where $S$ and $B$ are the unit sphere and the closed unit ball of $Y$. We say that $D$ is pointed if $y \in D \cap-D \Rightarrow y=0$.

## 2. A Reduction Theorem

Our approach to Hartley proper efficiency for a nonconvex vector set-valued optimization problem consists of three steps:
(i) To prove that the problem of finding a Hartley properly efficient point in problems with set-valued objectives is equivalent to a scalar optimization problem whose single objective is described by a function of max-type.
(ii) To derive necessary optimality conditions for optimizing a real-valued function subject to nonconvex set-valued constraints.
(iii) To combine the results of the first two steps to obtain necessary conditions for Hartley proper efficiency in a vector optimization problem with objectives and constraints being described by set-valued maps.

This section is devoted to the first of the above three steps. Namely, a Reduction Theorem is established to reduce the proper efficiency in vector set-valued optimization to a scalar optimization problem with objective function being a function of max-type. It is worth noticing that the Reduction Theorem 2.1 below is obtained without convexity or continuity of maps involved in the vector optimization problem under consideration.

We first recall some notions of [13]. Let $D$ be a closed convex pointed cone of $Y$ with $D \neq\{0\}$, and $\mathcal{F}$ a subset of $Y$. A point $y_{0} \in \mathcal{F}$ is said to be a $D$-efficient point of $\mathcal{F}$ if

$$
\begin{equation*}
\forall y \in \mathcal{F}: y-y_{0} \notin-D \backslash\{0\} . \tag{2.1}
\end{equation*}
$$

A $D$-efficient point $y_{0}$ of $\mathcal{F}$ is said to be a Hartley properly efficient point of $\mathcal{F}$ if there exists a positive number $M$ such that for all $\zeta \in D_{S}^{+}$and $y \in \mathcal{F}$ with $\zeta^{t}\left(y-y_{0}\right)<0$ there exists $\widetilde{\zeta} \in D_{S}^{+}$with $\widetilde{\zeta}^{t}\left(y-y_{0}\right)>0$ and

$$
\begin{equation*}
\frac{\zeta^{t}\left(y_{0}-y\right)}{\widetilde{\zeta}^{t}\left(y-y_{0}\right)} \leqslant M . \tag{2.2}
\end{equation*}
$$

Observe from $[12,13]$ that Hartley proper efficiency and Geoffrion proper efficiency coincide if $D$ is the nonnegative orthant of $Y$.

Now let $F: X \rightrightarrows Y$ be a set-valued map, $Q$ a nonempty subset of $X$ and $D$ a closed convex pointed cone of $Y$ with $D \neq\{0\}$. Consider the following vector optimization Problem (P):

$$
\begin{array}{ll}
\text { minimize } & F(x) \\
\text { subject to } & x \in Q .
\end{array}
$$

Let us fix points $x_{0} \in Q$ and $y_{0} \in F\left(x_{0}\right)$. We say that $\left(x_{0}, y_{0}\right)$ is a $D$-efficient point of (P) if $y_{0}$ is a $D$-efficient point of $\mathcal{F}:=F(Q)$. A $D$-efficient point $\left(x_{0}, y_{0}\right)$ of $(\mathrm{P})$ is said to be a Hartley properly efficient point of $(\mathrm{P})$ if $y_{0}$ is a Hartley properly efficient point of $\mathcal{F}:=F(Q)$.

A point ( $x_{0}, y_{0}$ ) is said to be a Benson properly efficient point of $(\mathrm{P})$ (see [2]) if

$$
\begin{equation*}
-D \cap \operatorname{cl} \text { cone }\left[F(Q)-y_{0}+D\right]=\{0\} \tag{2.3}
\end{equation*}
$$

where cone $A:=\{\lambda a: \lambda \geqslant 0, a \in A\}$ and $\mathrm{cl} A$ denotes the closure of $A$.
In case $F$ being single-valued, instead of saying that $\left(x_{0}, F\left(x_{0}\right)\right)$ is a properly efficient point of $(\mathrm{P})$ (in the sense of Hartley or Benson) we will say that $x_{0}$ is a properly efficient point of ( P ).

The following result is taken from [12] and is needed for later use.
LEMMA 2.1. Let $D$ be a closed convex pointed cone of $Y$. Then a point $\left(x_{0}, y_{0}\right)$ is a Hartley properly efficient point of $(P)$ if and only if it is a Benson properly efficient point of $(P)$.

Observe that under our assumptions of $D$ the set $D^{+i}$ is nonempty [25]. For $y_{0} \in F\left(x_{0}\right), \hat{\zeta} \in D^{+i}$ and a positive number $M$ let us introduce the following function

$$
\begin{equation*}
f(x)=\inf _{y \in F(x)}\left[\hat{\zeta}^{t}\left(y-y_{0}\right)+M \max _{\zeta \in D_{B}^{+}} \zeta^{t}\left(y-y_{0}\right)\right], \quad x \in Q, \tag{2.4}
\end{equation*}
$$

where we set $f(x)=+\infty$ if $F(x)=\emptyset$.
Making use of a minimax theorem we can rewrite the function $f$ as

$$
\begin{equation*}
f(x)=\max _{\zeta \in D_{B}^{+}}\left[c_{F}(\hat{\zeta}+M \zeta, x)-(\hat{\zeta}+M \zeta)^{t} y_{0}\right] \tag{2.5}
\end{equation*}
$$

if $F$ has convex values.
We now give a set-valued version of Theorem 3.1 of [18].
Reduction Theorem 2.1. A point $\left(x_{0}, y_{0}\right)$ is a Hartley properly efficient point of $(\mathrm{P})$ if and only if there exist $\hat{\zeta} \in D^{+i}$ and a positive number $M$ such that

$$
\begin{equation*}
\min _{x \in Q} f(x)=f\left(x_{0}\right)=0, \tag{2.6}
\end{equation*}
$$

where $f(x)$ is defined by (2.4).
Proof. The idea of the proof is similar to that of Theorem 3.1 of [18]. (Namely, the argument which is used in the proof of [18, Theorem 3.1] for each point $x \in Q$ is now replaced by a similar argument applied to each point $y$ from the image $F(Q)$ of $Q$.) So, only the sketch of this proof is given here.
(i) Necessity. Observe [25] that $D^{+i}$ is nonempty. Let us take an arbitrary point $\hat{\zeta} \in D^{+i}$ and let us set $\hat{\zeta}_{1}=\|\hat{\zeta}\|^{-1} \hat{\zeta}$. Then $\hat{\zeta}_{1} \in D_{S}^{+i} \subset D_{S}^{+}$. Let $M$ be the positive number appearing in the definition of Hartley proper efficiency of $\left(x_{0}, y_{0}\right)$. We will prove the validity of (2.6) where $f(\cdot)$ is defined by (2.4) with $M^{\prime}:=\|\hat{\zeta}\| M$ in place of $M$. We claim that for each $y \in F(Q)$ there exists a point $\tilde{\zeta} \in D_{S}^{+}$such that

$$
\begin{equation*}
\hat{\zeta}^{t}\left(y-y_{0}\right)+M^{\prime} \tilde{\zeta}^{t}\left(y-y_{0}\right) \geqslant 0 . \tag{2.7}
\end{equation*}
$$

Indeed, if $\hat{\zeta}^{t}\left(y-y_{0}\right) \geqslant 0$ then $\tilde{\zeta}=\hat{\zeta}_{1}$ is the desired point. If $\hat{\zeta}^{t}\left(y-y_{0}\right)<$ 0 , i.e., $\hat{\zeta}_{1}^{t}\left(y-y_{0}\right)<0$ then by the proper efficiency of $\left(x_{0}, y_{0}\right)$ there exists
$\tilde{\zeta} \in D_{S}^{+}$satisfying (2.2) with $\hat{\zeta}_{1}$ instead of $\zeta$. From this we derive (2.7), as required. Clearly, (2.7) implies that

$$
\hat{\zeta}^{t}\left(y-y_{0}\right)+M^{\prime} \max _{\zeta \in D_{B}^{+}} \zeta^{t}\left(y-y_{0}\right) \geqslant 0 .
$$

Since this is true for each $y \in F(Q)$ we obtain $f(x) \geqslant 0$ for all $x \in Q$. In particular, for $x=x_{0} \in Q$ we have $f\left(x_{0}\right) \geqslant 0$. On the other hand, $f\left(x_{0}\right) \leqslant 0$ since $y_{0} \in F\left(x_{0}\right)$. Therefore, $f\left(x_{0}\right)=0$. Condition (2.6) is thus established.
(ii) Sufficiency. By Lemma 2.1 it suffices to show that $\left(x_{0}, y_{0}\right)$ is a Benson properly efficient point. We delete the detailed proof of this fact, noting that it can be established by modifying the corresponding argument in the proof of Theorem 3.1 of [18].

Before giving a corollary of Theorem 2.1 which extends Theorem 3.1 of [15] let us set

$$
v(y)=\max \left(y^{1}, y^{2}, \ldots, y^{m}, 0\right)
$$

where $y \in Y=R^{m}$ and $y^{i}, i=1,2, \ldots, m$, are the components of $y$. We also need the following extended function $\bar{f}: X \rightarrow R$ defined by

$$
\begin{equation*}
\bar{f}(x)=\inf _{y \in F(x)}\left[\hat{\zeta}^{t}\left(y-y_{0}\right)+M v\left(y-y_{0}\right)\right], \quad x \in X, \tag{2.8}
\end{equation*}
$$

where we set $\bar{f}(x)=+\infty$ if $F(x)=\emptyset$. Obviously, $\bar{f}$ depends on $\hat{\zeta}, M$ and $y_{0}$.
COROLLARY 2.1. Let $D=R_{+}^{m} \subset Y=R^{m}$ and let $\hat{\zeta} \in \operatorname{int} R_{+}^{m}$. Then $\left(x_{0}, y_{0}\right)$ is a Hartley properly efficient point (or, equivalently, a Geoffrion properly efficient point) of ( $P$ ) if and only if there exists a positive number $M$ such that

$$
\begin{equation*}
\min _{x \in Q} \bar{f}(x)=\bar{f}\left(x_{0}\right)=0, \tag{2.9}
\end{equation*}
$$

where $\bar{f}$ is defined by (2.8).
Proof. (i) Necessity. We have seen in the proof of Theorem 2.1 that for each $y \in F(Q)$ there exists $\tilde{\zeta} \in D_{S}^{+}$satisfying (2.7). Let $\tilde{\zeta}^{i}$ (resp. $y^{i} ; y_{0}^{i}$ ), $i=$ $1,2, \ldots, m$, be the components of $\tilde{\zeta}$ (resp. $y ; y_{0}$ ). Since $\tilde{\zeta}^{i} \geqslant 0$ and $\|\tilde{\zeta}\|=1 \geqslant$ $\tilde{\zeta}^{i}$ for each $i=1,2, \ldots, m$, we get

$$
\begin{align*}
\tilde{\zeta}^{t}\left(y-y_{0}\right) & =\sum_{i=1}^{m} \tilde{\zeta}^{i}\left(y^{i}-y_{0}^{i}\right) \\
& \leqslant\left(\sum_{i=1}^{m} \tilde{\zeta}^{i}\right) \max \left\{y^{1}-y_{0}^{1}, y^{2}-y_{0}^{2}, \ldots, y^{m}-y_{0}^{m}\right\} \\
& \leqslant m v\left(y-y_{0}\right) . \tag{2.10}
\end{align*}
$$

Combining (2.7) and (2.10) yields

$$
\hat{\zeta}^{t}\left(y-y_{0}\right)+m M^{\prime} v\left(y-y_{0}\right) \geqslant 0 .
$$

Since this is true for arbitrarily chosen $y \in F(Q)$ we obtain

$$
\inf _{x \in Q} \bar{f}(x) \geqslant 0=\bar{f}\left(x_{0}\right)
$$

where $\bar{f}(x)$ is defined by (2.8) with $m M^{\prime}$ in place of $M$. The necessity part is thus established.
(ii) Sufficiency. Since $D=R_{+}^{m}$ it is clear that the set $D_{B}^{+}$contains the origin of $R^{m}$ and all the vectors $e_{i} \in R^{m}, i=1,2, \ldots, m$, where $e_{i}$ is the $i$ th unit vector of $R^{m}$, i.e., $e_{i}$ is the vector of $R^{m}$ whose $i$ th component equals 1 and other components equal 0 . Therefore, $f(x) \geqslant \bar{f}(x)$ for all $x \in Q$. From this and from (2.9) it follows that $f(x) \geqslant 0$ for all $x \in Q$. We have seen in the proof of Theorem 2.1 that this result implies (2.6). To complete our proof it remains to apply Theorem 2.1.

REMARK 2.1. Observe that Corollary 2.1 is exactly Theorem 3.1 of [15] if $F$ is single-valued.

COROLLARY 2.2. Let $x_{0} \in Q$ and $y_{0} \in F\left(x_{0}\right)$. If there exists $\hat{\zeta} \in D^{+i}$ such that for all $x \in Q$

$$
\begin{equation*}
c_{F}(\hat{\zeta}, x) \geqslant \hat{\zeta}^{t} y_{0} \tag{2.11}
\end{equation*}
$$

then $\left(x_{0}, y_{0}\right)$ is a Hartley properly efficient point of $(P)$.
Proof. We derive from (2.11) that $\hat{\zeta}^{t}\left(y-y_{0}\right) \geqslant 0, \forall y \in F(Q)$. Therefore,

$$
\max _{\zeta \in D_{B}^{+}} \zeta^{t}\left(y-y_{0}\right) \geqslant\|\hat{\zeta}\|^{-1} \hat{\zeta}^{t}\left(y-y_{0}\right) \geqslant 0, \forall y \in F(Q) .
$$

From this we obtain (2.6) where $f$ is defined by (2.4) with $M=1$. To complete our proof it remains to apply Theorem 2.1.

COROLLARY 2.3. Let $x_{0} \in Q$ and $\hat{\zeta} \in D^{+i}$ be such that $c_{F}(\hat{\zeta}, \cdot)$ attains its minimum on $Q$ at $x_{0}$. Then for each $y_{0} \in F\left(x_{0}\right)$ such that $c_{F}\left(\hat{\zeta}, x_{0}\right)=\hat{\zeta}^{t} y_{0}$ the point $\left(x_{0}, y_{0}\right)$ is a Hartley properly efficient point of $(P)$.

REMARK 2.2. Corollary 2.3 generalizes Theorem 6.2 of Hartley [13]. Corollary 2.2 was proven by Geoffrion in Theorem 1 of [10] for the case when $F$ is single-valued and $D$ is the nonpositive orthant.

COROLLARY 2.4. Let $F$ be single-valued. Then $x_{0}$ is a Hartley properly efficient point of $(P)$ if and only if there exist $\hat{\zeta} \in D^{+i}$ and $M>0$ such that $x_{0}$ is a minimizer of function

$$
\left.f(x):=\max _{\zeta \in D_{B}^{+}} \hat{\zeta}+M \zeta\right)^{t}\left(F(x)-F\left(x_{0}\right)\right)
$$

on the set $Q$.

## 3. A Scalar Optimization Problem

This section is devoted to the second of the three steps mentioned in the beginning of the previous section.

In this paper all Clarke subdifferentials are with respect to $x$. If $\omega$ is a parameter and $g(w, \cdot): X \rightarrow R$ is a locally Lipschitz function then we use the symbol $\partial g(w, x)$ to denote the Clarke subdifferential of $g(w, \cdot)$ at $x$. In other words, $\partial g(w, x)=\partial g(w, \cdot)(x)$. We will need an estimation of the Clarke subdifferential of a functions of max-type.

LEMMA 3.1. [8,9] Let $\Omega$ be a compact topological space and $g: \Omega \times X \rightarrow$ $R$ be a function such that
(i) For each $x \in X g(\cdot, x)$ is upper semicontinuous and for each $\omega \in$ $\Omega g(\omega, \cdot)$ is locally equi-Lipschitz in the sense that for each point $x_{0} \in X$ there exist $\alpha>0$ and $\beta>0$ such that

$$
\left\|x_{i}-x_{0}\right\|<\alpha, i=1,2, \omega \in \Omega \Rightarrow\left|g\left(\omega, x_{1}\right)-g\left(\omega, x_{2}\right)\right| \leqslant \beta\left\|x_{1}-x_{2}\right\| .
$$

(ii) Set-valued map $(\omega, x) \in \Omega \times X \mapsto \partial g(\omega, x) \subset X$ is closed.

Then $\psi(x):=\max _{\omega \in \Omega} g(\omega, x)$ is a locally Lipschitz function and

$$
\partial \psi(x) \subset \operatorname{co} \bigcup_{\omega \in W(x)} \partial g(\omega, x)
$$

where

$$
W(x)=\{\omega \in \Omega: \psi(x)=g(\omega, x)\} .
$$

From now on we assume that

$$
\begin{equation*}
Q=\{x \in C: G(x) \cap-E \neq \emptyset\} \tag{3.1}
\end{equation*}
$$

where $C \subset X$ is a closed set, $G: X \rightrightarrows Z$ is a locally Lipschitz set-valued map with nonempty compact convex values, and $E \subset Z$ is a closed convex cone
which, unlike [11], is not assumed to have a nonempty interior. Observe that (3.1) becomes equality and inequality constraints if $G$ is single-valued and if $E$ is the Cartesian product of a nonnegative orthant and a trivial cone.

Let $x_{0} \in Q$ and

$$
\varphi(x)=\max _{\zeta \in D_{B}^{+}}(\widehat{\zeta}+\gamma \zeta)^{t}\left(h(x)-h\left(x_{0}\right)\right), \quad x \in Q,
$$

where $h: X \rightarrow Y$ is a locally Lipschitz (single-valued) map, $\widehat{\zeta}$ is a fixed point of $D_{B}^{+i}$ and $\gamma$ is a nonnegative constant.

In this section we will consider the following scalar optimization problem (sP):

$$
\begin{array}{ll}
\operatorname{minimize} & \varphi(x) \\
\text { subject to } & x \in Q
\end{array}
$$

where $Q$ is defined by (3.1).
For $x_{0} \in C$ and $z_{0} \in G\left(x_{0}\right) \cap-E$ let us set

$$
E_{0}^{+}=\left\{\mu \in E^{+}: c_{G}\left(\mu, x_{0}\right)=\mu^{t} z_{0}=0\right\} .
$$

If $G$ is single-valued then $E_{0}^{+}$is exactly the set of all $\mu \in E^{+}$satisfying the complementarity condition $\mu^{t} G\left(x_{0}\right)=0$.

We say that condition (CQ) holds at $\left(x_{0}, z_{0}\right)$ if

$$
\mu \in E_{0}^{+} \backslash\{0\} \Rightarrow 0 \notin \partial c_{G}\left(\mu, x_{0}\right)+N_{C}\left(x_{0}\right) .
$$

It is a simple matter to check that condition (CQ) holds at $\left(x_{0}, z_{0}\right)$ if and only if

$$
\forall \mu \in E_{0}^{+} \backslash\{0\}, \quad \forall \xi \in \partial c_{G}\left(\mu, x_{0}\right), \quad \exists x \in T_{C}\left(x_{0}\right): \xi^{t} x<0 .
$$

In practical problems we often deal with Problem (sP) where $E$ is the Cartesian product of closed convex cones $E_{i}$ of Euclidean spaces $Z_{i}$ and $G$ is a Cartesian product of locally Lipschitz set-valued maps $G_{i}: X \rightrightarrows Z_{i}$ with nonempty compact values ( $i=1,2$ ):

$$
\begin{aligned}
& E=E_{1} \times E_{2} \subset Z_{1} \times Z_{2}=Z, \\
& G(\cdot)=G_{1}(\cdot) \times G_{2}(\cdot) .
\end{aligned}
$$

In this case, if $z_{0}=\left(z_{10}, z_{20}\right) \in Z_{1} \times Z_{2}$ then $z_{0} \in G\left(x_{0}\right) \cap-E$ means that $z_{j 0} \in$ $G_{j}\left(x_{0}\right) \cap-E_{j}(j=1,2)$. It is clear that $E^{+}=E_{1}^{+} \times E_{2}^{+}, E_{0}^{+}=E_{10}^{+} \times E_{20}^{+}$where $E_{j}^{+}=\left(E_{j}\right)^{+}$and

$$
E_{j 0}^{+}=\left\{\mu \in E_{j}^{+}: c_{G_{j}}\left(\mu, x_{0}\right)=\mu^{t} z_{j 0}=0\right\} \quad(j=1,2)
$$

are defined similarly to $E^{+}$and $E_{0}^{+}$. It is easy to verify that in our case condition (CQ) holds at ( $x_{0}, z_{0}$ ) if the following generalized MangasarianFromovitz condition is satisfied:

$$
\begin{align*}
& \text { For all }\left(\mu_{1}, \mu_{2}\right) \in E_{10}^{+} \times E_{20}^{+} \\
& {\left[\mu_{1} \neq 0 \Rightarrow 0 \notin \partial c_{G_{1}}\left(\mu_{1}, x_{0}\right)+N_{C}\left(x_{0}\right)\right]} \\
& \text { and }  \tag{3.2}\\
& {\left[\mu_{2} \neq 0 \Rightarrow \forall \xi_{j} \in \partial c_{G_{j}}\left(\mu_{j}, x_{0}\right)(j=1,2), \quad \exists x \in T_{C}\left(x_{0}\right)\right.} \\
& \text { such that } \left.\xi_{1}^{t} x \leqslant 0 \operatorname{and} \xi_{2}^{t} x<0\right] .
\end{align*}
$$

Consider now a special case of Problem ( P ) where $Q$ is given by equality and inequality constraints. More precisely, consider the case

$$
Q=\left\{x: G^{j}(x)=0(j=1,2, \ldots, p), G^{j}(x) \leqslant 0(j=p+1, \ldots, p+s)\right\}
$$

where $G^{j}: X \rightarrow R$ are locally Lipschitz functions. This corresponds to the hypothesis that $C=X, E_{1}=\{0\} \subset R^{p}, E_{2}=R_{+}^{s}, G_{1}=\left(G^{1}, G^{2}, \ldots, G^{p}\right)$ and $G_{2}=\left(G^{p+1}, G^{p+2}, \ldots, G^{p+s}\right)$. Let $x_{0} \in Q$ and let $I\left(x_{0}\right)=\{l: 1 \leqslant l \leqslant s$, $\left.G^{p+l}\left(x_{0}\right)=0\right\}$ be the index set corresponding to the active constraints at $x_{0}$. Then (3.2) holds if the following Mangasarian-Fromovitz condition, introduced in [1], is satisfied:

For all $\xi_{j} \in \partial G^{j}\left(x_{0}\right), j=1,2, \ldots, p$, and

$$
\bar{\xi}_{l} \in \partial G^{l}\left(x_{0}\right), l \in I\left(x_{0}\right), \text { vectors }
$$

$$
\xi_{j}, j=1,2, \ldots, p \text {, are linearly independent, }
$$

and there exists $x \in X$ such that

$$
\xi_{j}^{t} x=0, j=1,2, \ldots, p, \text { and } \bar{\xi}_{l}^{t} x<0, l \in I\left(x_{0}\right) .
$$

We will assume that the set-valued map

$$
\begin{equation*}
(\mu, x) \in E^{+} \times X \longmapsto \partial c_{G}(\mu, x) \subset X \tag{3.3}
\end{equation*}
$$

is closed (i.e., its graph is a closed set). It can be seen that this closedness property is automatically satisfied if $G$ is single-valued. Another example [8] is the case when locally Lipschitz set-valued map $G$ is $E$-convex in the sense that $G(X)+E$ is a convex set.

THEOREM 3.1. Let $x_{0} \in C$ and $z_{0} \in G\left(x_{0}\right) \cap-E$. Let set-valued map (3.3) be closed. If $x_{0}$ is a minimizer of Problem ( $s P$ ) then there exist $\alpha_{0} \in R_{+}, \zeta_{0} \in$ $D_{B}^{+}$and $\mu_{0} \in E_{0}^{+}$such that $\alpha_{0}+\left\|\mu_{0}\right\| \neq 0$ and

$$
\begin{equation*}
0 \in \alpha_{0} \partial\left(\widehat{\zeta}+\gamma \zeta_{0}\right)^{t} h\left(x_{0}\right)+\partial c_{G}\left(\mu_{0}, x_{0}\right)+N_{C}\left(x_{0}\right) \tag{3.4}
\end{equation*}
$$

where $\partial \zeta^{t} h\left(x_{0}\right)$ denotes the Clarke subdifferential of $\zeta^{t} h(\cdot)$ at $x_{0}$. In addition, $\alpha_{0}=1$ if condition (CQ) holds at $\left(x_{0}, z_{0}\right)$.

Proof. Let us fix a point $d_{0} \in D \backslash\{0\}$. Then $\widehat{\zeta}^{t} d_{0}>0$ since $\widehat{\zeta} \in D^{+i}$. Observe that $-d_{0} \notin D$ since by assumption $d_{0} \in D \backslash\{0\}$ and $D$ is a pointed cone. In other words, $\rho_{D}\left(-d_{0}\right)>0$. Observe that

$$
\inf _{d \in D} \zeta^{t} d= \begin{cases}0 & \text { if } \zeta \in D^{+} \\ -\infty & \text { if } \zeta \notin D^{+}\end{cases}
$$

that is,

$$
\inf _{d \in D} \zeta^{t}\left(d_{0}+d\right)= \begin{cases}\zeta^{t} d_{0} & \text { if } \zeta \in D^{+} \\ -\infty & \text { if } \zeta \notin D^{+}\end{cases}
$$

This shows that

$$
\max _{\zeta \in B} \inf _{d \in D} \zeta^{t}\left(d_{0}+d\right)=\max _{\zeta \in D_{B}^{+}} \zeta^{t} d_{0}
$$

From this it follows that

$$
\begin{align*}
\rho_{D}\left(-d_{0}\right) & =\inf _{d \in D}\left\|-d_{0}-d\right\| \\
& =\inf _{d \in D} \max _{\zeta \in B} \zeta^{t}\left(d_{0}+d\right) \\
& =\max _{\zeta \in B} \inf _{d \in D} \zeta^{t}\left(d_{0}+d\right) \\
& =\max _{\zeta \in D_{B}^{+}} \zeta^{t} d_{0} . \tag{3.5}
\end{align*}
$$

Hence, setting $\widehat{d}=\left[(1+\gamma) \rho_{D}\left(-d_{0}\right)\right]^{-1} d_{0}$ we have

$$
\begin{equation*}
\widehat{\zeta}^{t} \widehat{d}+\gamma \max _{\zeta \in D_{B}^{+}} \zeta^{t} \widehat{d} \leqslant \max _{\zeta \in D_{B}^{+}} \zeta^{t} \widehat{d}+\gamma \max _{\zeta \in D_{B}^{+}} \zeta^{t} \widehat{d}=1 \tag{3.6}
\end{equation*}
$$

Now we introduce the following functions:

$$
\begin{align*}
& \left.\psi_{1}(\varepsilon, x)=\max _{\zeta \in D_{B}^{+}} \widehat{\zeta}+\gamma \zeta\right)^{t}\left(h(x)-h\left(x_{0}\right)+\varepsilon \widehat{d}\right),  \tag{3.7}\\
& \psi_{2}(\varepsilon, x)=\max _{\mu \in E_{B}^{+}}\left[c_{G}(\mu, x)-\varepsilon \mu^{t} z_{0}\right]  \tag{3.8}\\
& \left.p_{\varepsilon}(x)=\max ^{( } \psi_{1}(\varepsilon, x), \psi_{2}(\varepsilon, x)\right), \quad x \in X, \tag{3.9}
\end{align*}
$$

where $\varepsilon \in(0,1)$ is a parameter.
Observe that for all $\mu \in E^{+}$

$$
c_{G}\left(\mu, x_{0}\right) \leqslant \mu^{t} z_{0} \leqslant \varepsilon \mu^{t} z_{0}
$$

since $z_{0} \in G\left(x_{0}\right) \cap-E$. This proves that

$$
\begin{equation*}
\psi_{2}\left(\varepsilon, x_{0}\right) \leqslant 0 . \tag{3.10}
\end{equation*}
$$

On the other hand, by (3.6)

$$
\psi_{1}\left(\varepsilon, x_{0}\right)=\varepsilon\left(\widehat{\zeta}^{t} \widehat{d}+\gamma \max _{\zeta \in D_{B}^{+}} \zeta^{t} \widehat{d}\right) \leqslant \varepsilon .
$$

This together with (3.9) and (3.10) yields $p_{\varepsilon}\left(x_{0}\right) \leqslant \varepsilon$.
We now observe that $p_{\varepsilon}(x)>0$ for all $x \in C$. Indeed, assume to the contrary that $p_{\varepsilon}(x) \leqslant 0$ for some $x \in C$. Then, from the very definition of $p_{\varepsilon}(x)$ we have

$$
\begin{equation*}
\psi_{2}(\varepsilon, x)=\max _{\mu \in E_{B}^{+}}\left[c_{G}(\mu, x)-\varepsilon \mu^{t} z_{0}\right] \leqslant 0 \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{\zeta \in D_{B}^{+}}(\widehat{\zeta}+\gamma \zeta)^{t}\left(h(x)-h\left(x_{0}\right)\right)<\psi_{1}(\varepsilon, x) \leqslant 0 \tag{3.12}
\end{equation*}
$$

where the first inequality in (3.12) is valid since $(\widehat{\zeta}+\gamma \zeta)^{t} \widehat{d}>0$ for all $\zeta \in D_{B}^{+}$.
Because of the compactness and convexity of $G(x)$, and the closedness and convexity of $E$ we can derive from (3.11) and a separation argument that $\left(G(x)-\varepsilon z z_{0}\right) \cap-E \neq \emptyset$, or, equivalently, $z-\varepsilon z_{0} \in-E$ for some $z \in G(x)$. Since $z \in-E+\varepsilon z_{0} \subset-E-\varepsilon E \subset-E$ we conclude that $G(x) \cap-E \neq \emptyset$ which together with condition $x \in C$ proves that $x \in Q$. In addition, (3.12) yields $\varphi(x)<\varphi\left(x_{0}\right)$, a contradiction to the optimality of $x_{0}$.

From the above discussion we see that

$$
p_{\varepsilon}\left(x_{0}\right) \leqslant \varepsilon+\inf _{x \in C} p_{\varepsilon}(x) .
$$

By the Ekeland Variational Principle [7, Theorem 7.5.1] there exists $x_{\varepsilon} \in C$ such that $\left\|x_{\varepsilon}-x_{0}\right\|<\sqrt{\varepsilon}$ and the function $p_{\varepsilon}(\cdot)+\sqrt{\varepsilon}\left\|\cdot-x_{0}\right\|$ attains its minimum on $C$ at $x_{0}$. We will consider this function for all $\varepsilon$ so small that it admits some positive number $\beta$ (independent of $\varepsilon$ ) as its Lipschitz constant in some neighbourhood of $x_{0}$. Then by [7, Proposition 2.4.3] $x_{\varepsilon}$ is also a minimizer of function $p_{\varepsilon}(\cdot)+\sqrt{\varepsilon}\left\|\cdot-x_{\varepsilon}\right\|+\beta_{0} \rho_{C}(\cdot)$ on $C$ where $\beta_{0}$ is a fixed
number greater than $\beta$. Making use of [7, Proposition 2.3.2] and Lemma 1.1 we get

$$
\begin{equation*}
0 \in \partial p_{\varepsilon}\left(x_{\varepsilon}\right)+\beta_{0} \partial \rho_{C}\left(x_{\varepsilon}\right)+\sqrt{\varepsilon} B \tag{3.13}
\end{equation*}
$$

( $B$ being the closed unit ball of $X$ ). Observe by Lemma 1.1 that

$$
\begin{equation*}
\partial p_{\varepsilon}\left(x_{\varepsilon}\right) \subset \operatorname{co}\left\{\partial \psi_{j}\left(\varepsilon, x_{\varepsilon}\right): j \in J\left(x_{\varepsilon}\right)\right\} \tag{3.14}
\end{equation*}
$$

where

$$
J\left(x_{\varepsilon}\right)=\left\{j: 1 \leqslant j \leqslant 2, \psi_{j}\left(\varepsilon, x_{\varepsilon}\right)=p_{\varepsilon}\left(x_{\varepsilon}\right)\right\} .
$$

Now we claim that
(i) If $\psi_{1}\left(\varepsilon, x_{\varepsilon}\right)>0$ then there exists $\zeta_{\varepsilon} \in D_{B}^{+}$such that

$$
\begin{equation*}
\partial \psi_{1}\left(\varepsilon, x_{\varepsilon}\right) \subset \partial\left(\widehat{\zeta}+\gamma \zeta_{\varepsilon}\right)^{t} h\left(x_{\varepsilon}\right) \tag{3.15}
\end{equation*}
$$

(ii) If $\psi_{2}\left(\varepsilon, x_{\varepsilon}\right)>0$ then there exists $\mu_{\varepsilon} \in E_{S}^{+}$such that

$$
c_{G}\left(\mu_{\varepsilon}, x_{\varepsilon}\right)-\varepsilon \mu_{\varepsilon}^{t} z_{0}>0
$$

and

$$
\begin{equation*}
\partial \psi_{2}\left(\varepsilon, x_{\varepsilon}\right) \subset \partial c_{G}\left(\mu_{\varepsilon}, x_{\varepsilon}\right) \tag{3.16}
\end{equation*}
$$

Indeed, if $\psi_{2}\left(\varepsilon, x_{\varepsilon}\right)>0$ then there exists the unique element $\mu_{\varepsilon} \in E^{+}$with $\left\|\mu_{\varepsilon}\right\|=1$ such that

$$
0<\psi_{2}\left(\varepsilon, x_{\varepsilon}\right)=c_{G}\left(\mu_{\varepsilon}, x_{\varepsilon}\right)-\varepsilon \mu_{\varepsilon}^{t} z_{0}
$$

and by Lemma 3.1 condition (3.16) holds. Thus, the claim (ii) is established. To prove (i) observe that

$$
\begin{align*}
0<\psi_{1}\left(\varepsilon, x_{\varepsilon}\right)= & \widehat{\zeta}^{t}\left(h\left(x_{\varepsilon}\right)-h\left(x_{0}\right)+\varepsilon \widehat{d}\right) \\
& +\gamma \max _{\zeta \in D_{B}^{+}} \zeta^{t}\left(h\left(x_{\varepsilon}\right)-h\left(x_{0}\right)+\varepsilon \widehat{d}\right) . \tag{3.17}
\end{align*}
$$

We infer that

$$
\begin{equation*}
\max _{\zeta \in D_{B}^{+}} \zeta^{t}\left(h\left(x_{\varepsilon}\right)-h\left(x_{0}\right)+\varepsilon \widehat{d}\right)>0 . \tag{3.18}
\end{equation*}
$$

Indeed, assume to the contrary that

$$
\begin{equation*}
0 \geqslant \max _{\zeta \in D_{B}^{+}} \zeta^{t}\left(h\left(x_{\varepsilon}\right)-h\left(x_{0}\right)+\varepsilon \widehat{d}\right) \tag{3.19}
\end{equation*}
$$

Then (3.19) yields

$$
\begin{equation*}
0 \geqslant \widehat{\zeta}^{t}\left(h\left(x_{\varepsilon}\right)-h\left(x_{0}\right)+\varepsilon \widehat{d}\right) \tag{3.20}
\end{equation*}
$$

since $\widehat{\zeta} \in D_{S}^{+i} \subset D_{B}^{+}$. Multiplying both sides of (3.19) by $\gamma$ and summing up the obtained inequality and (3.20) we get $0 \geqslant \psi_{1}\left(\varepsilon, x_{\varepsilon}\right)$, which is impossible.

From (3.18) it follows that there exists the unique element $\zeta_{\varepsilon}$ of $D_{B}^{+}$at which the function $\zeta^{t}\left(h\left(x_{\varepsilon}\right)-h\left(x_{0}\right)+\varepsilon \widehat{d}\right)$ of the variable $\zeta \in D_{B}^{+}$attains its maximum. In other words, $\zeta_{\varepsilon}$ is the unique element of $D_{B}^{+}$at which

$$
\psi_{1}\left(\varepsilon, x_{\varepsilon}\right)=\left(\widehat{\zeta}+\gamma \zeta_{\varepsilon}\right)^{t}\left(h\left(x_{\varepsilon}\right)-h\left(x_{0}\right)+\varepsilon \widehat{d}\right) .
$$

Applying again Lemma 3.1 we get (3.15). Thus, the claim (i) is proven.
Using the claims (i) and (ii) we can show that there exist $\alpha_{\varepsilon} \in[0,1], \zeta_{\varepsilon} \in$ $D_{B}^{+}$and $\mu_{\varepsilon} \in E_{B}^{+}$such that

$$
\begin{align*}
& c_{G}\left(\mu_{\varepsilon}, x_{\varepsilon}\right)-\varepsilon \mu_{\varepsilon}^{t} z_{0} \geqslant 0,  \tag{3.21}\\
& \partial p_{\varepsilon}\left(x_{\varepsilon}\right) \subset \alpha_{\varepsilon} \partial\left(\widehat{\zeta}+\gamma \zeta_{\varepsilon}\right)^{t} h\left(x_{\varepsilon}\right)+\left(1-\alpha_{\varepsilon}\right) \partial c_{G}\left(\mu_{\varepsilon}, x_{\varepsilon}\right),  \tag{3.22}\\
& \alpha_{\varepsilon}+\left\|\mu_{\varepsilon}\right\| \geqslant 1 . \tag{3.23}
\end{align*}
$$

Indeed, let us consider the following three possible cases:
(a) $J\left(x_{\varepsilon}\right)=\{1\}$, i.e. $\psi_{1}\left(\varepsilon, x_{\varepsilon}\right)>0$ and $\psi_{2}\left(\varepsilon, x_{\varepsilon}\right)=0$.
(b) $J\left(x_{\varepsilon}\right)=\{2\}$, i.e. $\psi_{1}\left(\varepsilon, x_{\varepsilon}\right)=0$ and $\psi_{2}\left(\varepsilon, x_{\varepsilon}\right)>0$.
(c) $J\left(x_{\varepsilon}\right)=\{1,2\}$, i.e. $\psi_{1}\left(\varepsilon, x_{\varepsilon}\right)>0$ and $\psi_{2}\left(\varepsilon, x_{\varepsilon}\right)>0$.

In case (a) conditions (3.21)-(3.23) hold if we set $\alpha_{\varepsilon}=1$ and $\mu_{\varepsilon}=0$, and if $\zeta_{\varepsilon}$ is the element in claim (i).

In case (b) conditions (3.21)-(3.23) hold if we set $\alpha_{\varepsilon}=0$ and $\zeta_{\varepsilon}=0$, and if $\mu_{\varepsilon}$ is the element in claim (ii).

In case (c) let $\zeta_{\varepsilon}$ and $\mu_{\varepsilon}$ be the elements in claims (i) and (ii). Then the existence of $\alpha_{\varepsilon} \in[0,1]$ such that $\alpha_{\varepsilon}, \zeta_{\varepsilon}$ and $\mu_{\varepsilon}$ satisfy (3.21)-(3.23) is derived from (3.14).

We have thus proved that (3.21)-(3.23) hold for suitable $\alpha_{\varepsilon} \in[0,1], \zeta_{\varepsilon} \in$ $D_{B}^{+}$and $\mu_{\varepsilon} \in E_{B}^{+}$.

From (3.13) and (3.22) it is clear that

$$
\begin{equation*}
\left.0 \in \alpha_{\varepsilon} \partial \widehat{\zeta}+\gamma \zeta_{\varepsilon}\right) h\left(x_{\varepsilon}\right)+\left(1-\alpha_{\varepsilon}\right) \partial c_{G}\left(\mu_{\varepsilon}, x_{\varepsilon}\right)+\beta_{0} \partial \rho_{C}\left(x_{\varepsilon}\right)+\sqrt{\varepsilon} B . \tag{3.24}
\end{equation*}
$$

Now let us choose a sequence of positive numbers $\varepsilon$ tending to zero. Then, by taking subsequences if necessary we may assume that $\alpha_{\varepsilon}, \zeta_{\varepsilon}$ and $\mu_{\varepsilon}$ are convergent sequences. Denote by $\alpha_{0}, \zeta_{0}$ and $\mu_{0}^{\prime}$ their limits. Then, obviously $\alpha_{0} \in[0,1], \zeta_{0} \in D_{B}^{+}$and $\mu_{0}^{\prime} \in E_{B}^{+}$. In addition, from (3.23)
$\alpha_{0}+\left\|\mu_{0}^{\prime}\right\| \geqslant 1$ i.e., $\alpha_{0}+\left\|\mu_{0}^{\prime}\right\| \neq 0$. Now letting $\varepsilon \rightarrow 0$ in (3.24) and using the closedness of the maps

$$
\begin{aligned}
(\zeta, x) \in D^{+} \times & X \mapsto \partial \zeta^{t} h(x), \\
(\mu, x) \in E^{+} \times & X \mapsto \partial c_{G}(\mu, x), \\
x & \in X
\end{aligned}>\partial \rho_{C}(x),, ~ \$
$$

we obtain (3.4) with $\mu_{0}=\left(1-\alpha_{0}\right) \mu_{0}^{\prime}$. Observe that $\mu_{0} \in E_{0}^{+}$. Indeed, when $\varepsilon \rightarrow 0$ (3.21) yields $c_{G}\left(\mu_{0}, x_{0}\right) \geqslant 0$ by the upper semicontinuity of $c_{G}(\cdot, \cdot)$. Combining the just obtained inequality with the following inequalities $0 \geqslant$ $\mu_{0}^{t} z_{0} \geqslant c_{G}\left(\mu_{0}, x_{0}\right)$ proves that $\mu_{0} \in E_{0}^{+}$, as desired. The first part of Theorem 3.1 is thus established. The second one is obvious. Indeed, by condition (CQ) $\alpha_{0} \neq 0$ and hence, we may set $\alpha_{0}=1$.

COROLLARY 3.1. Let $x_{0} \in C$ and $z_{0} \in G\left(x_{0}\right) \cap-E$. Let set-valued map (3.3) be closed. Let $x_{0}$ be a minimizer of the problem of minimizing $h$ subject to $x \in Q$ where $h: X \rightarrow R$ is a locally Lipschitz function and $Q$ is defined by (3.1). Then there exist $\alpha_{0} \in R_{+}, \mu_{0} \in E_{0}^{+}$, not both zero, such that

$$
0 \in \alpha_{0} \partial h\left(x_{0}\right)+\partial c_{G}\left(\mu_{0}, x_{0}\right)+N_{C}\left(x_{0}\right) .
$$

In addition, $\alpha_{0}=1$ if condition (CQ) holds at $\left(x_{0}, z_{0}\right)$.
Proof. This is a special case of Theorem 3.1 where $D=R_{+}, \widehat{\zeta}=1$ and $\gamma=0$.

## 4. Hartley Proper Efficiency in Vector Set-Valued Optimization Problems

Having a reduction theorem in Section 2 and optimality conditions for a scalar optimization problem in Section 3, we now derive necessary conditions for Hartley proper efficiency in Problem (P) where $Q$ is defined by (3.1). (This is the step (iii) we mentioned in Section 2.) Throughout this section we assume that $C$ is a closed set, $D$ and $E$ are closed convex cones, and $F: X \rightrightarrows Y$ and $G: X \rightrightarrows Z$ are locally Lipschitz set-valued maps with nonempty convex compact values. We additionally assume that $D \neq\{0\}$ and $D$ is pointed. Together with set-valued map (3.3) we also consider the following set-valued map

$$
\begin{equation*}
(\zeta, x) \in D^{+} \times X \longmapsto \partial c_{F}(\zeta, x) \subset X \tag{4.1}
\end{equation*}
$$

For $y_{0} \in Y$ and $z_{0} \in Z$ let us set

$$
\left.\begin{array}{rl}
D_{0}^{+i} & =\left\{\zeta \in D^{+i}: c_{F}\left(\zeta, x_{0}\right)\right.
\end{array}=\zeta^{t} y_{0}\right\}, ~ 子 .
$$

Before formulating Theorem 4.1 let us introduce the following invexity notion taken from [24]: locally Lipschitz functions $g_{1}, g_{2}, \ldots, g_{l}$ defined on $X$ are called invex on $C$ at $x_{0} \in C$ if

$$
\begin{aligned}
& \forall x \in C, \forall u_{i} \in \partial g_{i}\left(x_{0}\right)(i=1,2, \ldots, l), \quad \exists \eta \in T_{C}\left(x_{0}\right), \\
& \forall i=1,2, \ldots, l: g_{i}(x)-g_{i}\left(x_{0}\right) \geqslant u_{i}^{t} \eta .
\end{aligned}
$$

Characterization of invexity in the just mentioned sense and links with other notions of invexity can be found in [24]. Observe that if $C$ is convex and $g_{i}(i=1,2, \ldots, l)$ are convex then $g_{i}(i=1,2, \ldots, l)$ are invex on $C$ at $x_{0}$, with $\eta=x-x_{0}$.

THEOREM 4.1. Let $x_{0} \in C, y_{0} \in F\left(x_{0}\right)$ and $z_{0} \in G\left(x_{0}\right) \cap-E$. Let set-valued maps (3.3) and (4.1) be closed. If ( $x_{0}, y_{0}$ ) is a Hartley properly efficient point of Problem $(P)$ then there exist a positive integer $k \leqslant 1+\operatorname{dim} X$, and points $\zeta_{j} \in D_{0}^{+i}(j=1,2, \ldots, k), \mu \in E_{0}^{+}$and $\alpha_{0} \in R_{+}$such that $\alpha_{0}+\|\mu\| \neq 0$ and

$$
\begin{equation*}
0 \in \alpha_{0} \sum_{j=1}^{k} \partial c_{F}\left(\zeta_{j}, x_{0}\right)+\partial c_{G}\left(\mu, x_{0}\right)+N_{C}\left(x_{0}\right) . \tag{4.4}
\end{equation*}
$$

The converse statement is true if $\alpha_{0}=1$ and if functions $c_{G}(\mu, \cdot)$ and $c_{F}\left(\zeta_{j}, \cdot\right)(j=1,2, \ldots, k)$ are invex on $C$ at $x_{0}$.

REMARK 4.1. If condition (CQ) holds at ( $x_{0}, y_{0}$ ) then the number $\alpha_{0}$ appearing in the formulation of necessary conditions for Hartley proper efficiency in Theorem 4.1 must be positive and hence, we can set $\alpha_{0}=1$. The same remark is true for Theorems 4.2 and 4.3 , and all the corollaries of Theorem 4.3.

Proof of Theorem 4.1. By Theorem 2.1 the function $h(\cdot)=f(\cdot)$ defined by (2.5) must attain its minimum on $Q$ at $x_{0}$. By Corollary 3.1 there exist $\mu \in E_{0}^{+}$and $\alpha_{0} \in R_{+}$such that $\alpha_{0}+\|\mu\| \neq 0$ and

$$
\begin{equation*}
0 \in \alpha_{0} \partial h\left(x_{0}\right)+\partial c_{G}\left(\mu, x_{0}\right)+N_{C}\left(x_{0}\right) . \tag{4.5}
\end{equation*}
$$

On the other hand, in view of Lemma 3.1

$$
\begin{equation*}
\partial h\left(x_{0}\right) \subset \operatorname{co} \bigcup_{\zeta \in I\left(x_{0}\right)} \partial c_{F}\left(\zeta, x_{0}\right) \tag{4.6}
\end{equation*}
$$

where

$$
I\left(x_{0}\right)=\left\{\zeta \in \hat{\zeta}+M D_{B}^{+}: c_{F}\left(\zeta, x_{0}\right)-\zeta^{t} y_{0}=h\left(x_{0}\right)=0\right\} .
$$

Combining (4.5), (4.6) and the known Caratheodory Theorem (which says that the convex hull of a set $K \subset X$ is the set of all convex combinations of not more than $1+\operatorname{dim} X$ points of $K$ ) we obtain the first conclusion of Theorem 4.1.

To prove the second one let $u_{j} \in \partial c_{F}\left(\zeta_{j}, x_{0}\right)(j=1,2, \ldots, k), u \in \partial c_{G}\left(\mu, x_{0}\right)$ and $v \in N_{C}\left(x_{0}\right)$ be such that

$$
\begin{equation*}
0=\sum_{j=1}^{k} u_{j}+u+v . \tag{4.7}
\end{equation*}
$$

(This is possible by condition (4.4).) Now let us take an arbitrary point $x \in$ $Q$ i.e., $x \in C$ and $G(x) \cap-E \neq \emptyset$. Then

$$
\begin{equation*}
c_{G}(\mu, x) \leqslant 0 . \tag{4.8}
\end{equation*}
$$

By the invexity property there exists $\eta \in T_{C}(x)$ such that

$$
\begin{aligned}
& c_{F}\left(\zeta_{j}, x\right)-c_{F}\left(\zeta_{j}, x_{0}\right) \geqslant u_{j}^{t} \eta(j=1,2, \ldots, k) \\
& c_{G}(\mu, x)-c_{G}\left(\mu, x_{0}\right) \geqslant u^{t} \eta
\end{aligned}
$$

Summing up these inequalities and taking account of (4.7) we get

$$
\sum_{j=1}^{k}\left[c_{F}\left(\zeta_{j}, x\right)-c_{F}\left(\zeta_{j}, x_{0}\right)\right]+c_{G}(\mu, x)-c_{G}\left(\mu, x_{0}\right) \geqslant-v^{t} \eta \geqslant 0 .
$$

(The second of these inequalities holds since $v \in N_{C}\left(x_{0}\right)$ and $\eta \in T_{C}\left(x_{0}\right)$.) From this and (4.8) it follows that

$$
\sum_{j=1}^{k} c_{F}\left(\zeta_{j}, x\right)-\sum_{j=1}^{k} \zeta_{j}^{t} y_{0} \geqslant-c_{G}(\mu, x) \geqslant 0
$$

since $\zeta_{j} \in D_{0}^{+i}$ and $\mu \in E_{0}^{+}$.
Setting $\zeta=\sum_{j=1}^{k} \zeta_{j}$ and observing that

$$
c_{F}(\zeta, x) \geqslant \sum_{j=1}^{k} c_{F}\left(\zeta_{j}, x\right)
$$

we can claim that

$$
c_{F}(\zeta, x)-\zeta^{t} y_{0} \geqslant 0 .
$$

Since this is true for arbitrary point $x \in Q$ and since $\zeta \in D_{0}^{+i}$ we conclude from Corollary 2.2 that $\left(x_{0}, y_{0}\right)$ is a Hartley properly efficient point of Problem (P).

In general, the number $k$ appearing in Theorem 4.1 is not equal to 1 . It is then natural to ask under which conditions we can have $k=1$. An answer to this question is given in Theorems 4.2 and 4.3 below.

THEOREM 4.2. In addition to the assumptions of Theorem 4.1 assume that for each $\zeta \in D_{0}^{+i} c_{F}(\zeta, \cdot)$ is regular at $x_{0}$. If $\left(x_{0}, y_{0}\right)$ is a Hartley properly efficient point of Problem (P) then there exist $\zeta \in D_{0}^{+i}, \mu \in E_{0}^{+}$and $\alpha_{0} \in R_{+}$such that $\alpha_{0}+\|\mu\| \neq 0$ and

$$
\begin{equation*}
0 \in \alpha_{0} \partial c_{F}\left(\zeta, x_{0}\right)+\partial c_{G}\left(\mu, x_{0}\right)+N_{C}\left(x_{0}\right) . \tag{4.9}
\end{equation*}
$$

The converse statement is true if $\alpha_{0}=1$ and if $c_{F}(\zeta, \cdot)$ and $c_{G}(\mu, \cdot)$ are invex on $C$ at $x_{0}$.

Proof. Theorem 4.1 yields (4.4) with suitable $\alpha_{0} \in R_{+}, \zeta_{j} \in D_{0}^{+i}(j=$ $1,2, \ldots, k \leqslant 1+\operatorname{dim} X)$ and $\mu \in E_{0}^{+}$.

Setting

$$
\zeta=\sum_{j=1}^{k} \zeta_{j}
$$

and noting from [23, Lemma 3.1] that

$$
\sum_{j=1}^{k} \partial c_{F}\left(\zeta_{j}, x_{0}\right) \subset \partial c_{F}\left(\zeta, x_{0}\right)
$$

we derive (4.9), as desired. The first conclusion of Theorem 4.2 is established. The second one is a direct consequence of Theorem 4.1.

THEOREM 4.3. Let $F$ be single-valued. Let $x_{0} \in C$ and $z_{0} \in G\left(x_{0}\right) \cap-E$. Let set-valued map (3.3) be closed. If $x_{0}$ is a Hartley properly efficient point of Problem (P) then there exist $\zeta \in D^{+i}, \mu \in E_{0}^{+}$and $\alpha_{0} \in R_{+}$such that $\alpha_{0}+$ $\|\mu\| \neq 0$ and

$$
\begin{equation*}
0 \in \alpha_{0} \partial \zeta^{t} F\left(x_{0}\right)+\partial c_{G}\left(\mu, x_{0}\right)+N_{C}\left(x_{0}\right) . \tag{4.10}
\end{equation*}
$$

The converse statement is true if $\alpha_{0}=1$ and if functions $c_{G}(\mu, \cdot)$ and $\zeta^{t} F(\cdot)$ are invex on $C$ at $x_{0}$.

Proof. The second part of Theorem 4.3 is derived from Theorem 4.1. To prove the first one observe that function $f$ defined in Corollary 2.4 must attain
its minimum on $Q$ at $x_{0}$. To obtain (4.10) it remains to apply Theorem 3.1 with $\gamma=M$ and $h=F$. (Observe that $D_{0}^{+i}=D^{+i}$ if F is single-valued.)

COROLLARY 4.1. Let $F$ be single-valued, with components $F^{1}, F^{2}, \ldots, F^{m}$. Let $x_{0} \in C$ and $z_{0} \in G\left(x_{0}\right) \cap-E$. Let set-valued map (3.3) be closed. If $x_{0}$ is a Hartley properly efficient point of Problem $(P)$ then there exist points $\zeta=\left(\zeta^{1}, \zeta^{2}, \ldots, \zeta^{m}\right) \in D^{+i}, \mu \in E_{0}^{+}$and $\alpha_{0} \in R_{+}$such that $\alpha_{0}+\|\mu\| \neq 0$ and

$$
0 \in \alpha_{0} \sum_{j=1}^{m} \zeta^{j} \partial F^{j}\left(x_{0}\right)+\partial c_{G}\left(\mu, x_{0}\right)+N_{C}\left(x_{0}\right)
$$

The converse statement is true if $\alpha_{0}=1$ and if functions $c_{G}(\mu, \cdot)$ and $F^{j}(\cdot)(j=1,2, \ldots, m)$ are invex on $C$ at $x_{0}$.

Proof. The sufficiency part is proven by an argument similar to that used in the proof of the sufficiency part of Theorem 4.1. The necessity part can be established by using Theorem 4.3. Indeed, by Theorem 4.3 there exist $\zeta \in D^{+i}, \mu \in E_{0}^{+}$and $\alpha_{0} \in R_{+}$such that $\alpha_{0}+\|\mu\| \neq 0$ and (4.10) holds. To complete our proof it remains to observe from Lemma 1.1 that

$$
\partial \zeta^{t} F\left(x_{0}\right) \subset \sum_{j=1}^{m} \zeta^{j} \partial F^{j}\left(x_{0}\right)
$$

REMARK 4.2. If $D=R_{+}^{m}$, then the Hartley proper efficiency coincides with the Geoffrion proper efficiency (see [13]). In this case $\zeta=\left(\zeta^{1}, \zeta^{2}, \ldots, \zeta^{m}\right) \in$ $D^{+i}$ means that $\zeta^{j}>0$ for all $j=1,2, \ldots, m$. Thus the necessary condition given in Corollary 4.1 generalizes necessary condition for Geoffrion proper efficiency given in [24] for a special case of Problem (P) where $F$ and $G$ are single-valued and satisfy some invexity assumptions. The arguments used in [24] are based on an alternative result.

COROLLARY 4.2. Let $F$ (resp. G) be single-valued, with components $F^{1}, F^{2}, \ldots, F^{m} \quad$ (resp. $\left.G^{1}, G^{2}, \ldots, G^{l}\right)$. If $x_{0}$ is a Hartley properly efficient point of Problem $(P)$ then there exist $\zeta=\left(\zeta^{1}, \zeta^{2}, \ldots, \zeta^{m}\right) \in D^{+i}, \mu=$ $\left(\mu^{1}, \mu^{2}, \ldots, \mu^{l}\right) \in E^{+}$and $\alpha_{0} \in R_{+}$such that $\alpha_{0}+\|\mu\| \neq 0$ and

$$
\begin{aligned}
& 0 \in \alpha_{0} \sum_{j=1}^{m} \zeta^{j} \partial F^{j}\left(x_{0}\right)+\sum_{j=1}^{l} \mu^{j} \partial G^{j}\left(x_{0}\right)+N_{C}\left(x_{0}\right) \\
& \mu^{t} G\left(x_{0}\right)=0 \quad(j=1,2, \ldots, l)
\end{aligned}
$$

Proof. This is a consequence of Corollary 4.1. (Observe that in our case $E_{0}^{+}=\left\{\mu \in E^{+}: \mu^{t} G\left(x_{0}\right)=0\right\}$.)

REMARK 4.3. If $C=X$ and $E=\{0\} \times R_{+}^{s} \subset R^{p} \times R^{s}(p+s=l)$ then condition (CQ) for Problem ( $P$ ) considered in Corollary 4.2 is assured by the Mangasarian-Fromovitz condition (see Section 3).

## 5. Examples

We conclude our paper by some examples.

EXAMPLE 5.1. Let us consider Problem ( P ) under the following assumptions: $X=R, Y=R^{2}, Z=R, D=R_{+}^{2}, C=R, E=\{0\} \subset R, G(x)=\{x(x-1)\} \subset$ $R, F(x)=\left\{\left(-x, x^{2}+\frac{1}{2}|x|+\xi\right): \xi \in\left[0, x^{3}\right]\right\} \subset R^{2}, x \in R$.

Obviously, for $\zeta=\left(\zeta^{1}, \zeta^{2}\right) \in D^{+}=R_{+}^{2}$ we have

$$
c_{F}(\zeta, x)=-\zeta^{1} x+\zeta^{2}\left(x^{2}+\frac{1}{2}|x|\right)+\zeta^{2} \min \left(0, x^{3}\right)
$$

Let us set $x_{0}=0 \in R, y_{0}=(0,0) \in R^{2}, z_{0}=0 \in R$. Then it is easy to see that $\left(x_{0}, y_{0}\right)$ is a Hartley properly efficient point of Problem (P), and all the assumptions of Theorem 4.1 are satisfied. Therefore, Theorem 4.1 can be applied while the corresponding conditions for proper efficiency in [11, Theorem 3.3 and Proposition 3.2] cannot be used since the requirement of [11] that $E$ has a nonempty interior is not satisfied in our example.

EXAMPLE 5.2. Let $\mathbb{X}$ be a finite-dimensional Euclidean space and let $G_{l}$ : $\mathbb{X} \rightrightarrows \mathbb{X}(l=0,1, \ldots, N-1)$ be locally Lipschitz set-valued maps with nonempty convex compact values where $N$ is a fixed positive integer. Consider the following discrete time dynamical system

$$
\begin{equation*}
x(l) \in G_{l-1}(x(l-1)) \quad(l=1,2, \ldots, N) \tag{5.1}
\end{equation*}
$$

where $x(l) \in \mathbb{X}(l=0,1, \ldots, N)$ is interpreted as the state of this system at the $l^{\text {th }}$ time. A sequence of points $(x(0), x(1), \ldots, x(N))$ satisfying (5.1) is said to be a trajectory of system (5.1). Denote by $Q^{\prime}$ the reachability set of system (5.1), i.e., $Q^{\prime}$ is the set of all points $\xi \in \mathbb{X}$ such that there exists a trajectory $(x(0), x(1), \ldots, x(N))$ of system (5.1) with $x(N)=\xi$.

Let $D \neq\{0\}$ be a closed convex pointed cone of a finite-dimensional Euclidean space $Y$ and let $H: \mathbb{X} \rightrightarrows Y$ be a locally Lipschitz set-valued map with nonempty convex compact values. Consider the following multiobjective optimization Problem ( $\mathrm{P}^{\prime}$ ):

$$
\begin{array}{ll}
\operatorname{minimize} & \mathrm{H}(\mathrm{x}(\mathrm{~N})) \\
\text { subject to } & \mathrm{x}(\mathrm{l}) \in \mathbb{X}(\mathrm{l}=0,1, \ldots, \mathrm{~N}) \\
& x(l) \in G_{l-1}(x(l-1))(l=1,2, \ldots, N)
\end{array}
$$

Let $\left(x_{0}(0), x_{0}(1), \ldots, x_{0}(N)\right)$ be a trajectory of system (5.1) and let $y_{0} \in$ $H\left(x_{0}(N)\right)$. We say that $\left(x_{0}(0), x_{0}(1), \ldots, x_{0}(N), y_{0}\right)$ is a Hartley properly efficient point of $\left(\mathrm{P}^{\prime}\right)$ if $y_{0}$ is a Hartley properly efficient point of the set $H\left(Q^{\prime}\right)$ where $Q^{\prime}$ is the reachability set of system (5.1). We are interested in necessary conditions for $\left(x_{0}(0), x_{0}(1), \ldots, x_{0}(N), y_{0}\right)$ to be a Hartley properly efficient point of $\left(\mathrm{P}^{\prime}\right)$.

Let us set $X=\mathbb{X}^{N+1}, Z=\mathbb{X}^{N}$, and let us define set-valued maps $F: X \rightrightarrows Y$ and $G: X \rightrightarrows Z$ by setting

$$
\begin{aligned}
& F(x)=H(x(N)), \\
& G(x)=\prod_{l=1}^{N}\left[-x(l)+G_{l-1}(x(l-1))\right],
\end{aligned}
$$

where $x=(x(0), x(1), \ldots, x(N))$ is a vector of $X$ with components $x(l) \in$ $\mathbb{X}(l=0,1, \ldots, N)$. Then $F$ (resp. $G)$ is a locally Lipschitz set-valued map from $X$ to $Y$ (resp. $Z$ ) and has nonempty convex compact values. Using these set-valued maps $F$ and $G$ we see that Problem $\left(\mathrm{P}^{\prime}\right)$ can be interpreted as Problem (P) with $C=X=\mathbb{X}^{N+1}$ and $E=\{0\} \subset Z=\mathbb{X}^{N}$. Since int $E=\emptyset$, it is clear that the approach proposed in [11] cannot be applied to this problem. Now let us consider what we can obtain from Theorem 4.1. Since $E=$ $\{0\} \subset Z$, it is clear that $E^{+}=Z$ and the point $z_{0}:=0 \in Z$ is the unique point satisfying condition $z_{0} \in G\left(x_{0}\right) \cap-E$ mentioned in Theorem 4.1 where $x_{0}:=$ $\left(x_{0}(0), x_{0}(1), \ldots, x_{0}(N)\right)$.

For $\mu=(\mu(0), \mu(1), \ldots, \mu(N-1)) \in Z:=\mathbb{X}^{N}$ and $x=(x(0), x(1), \ldots$, $x(N)) \in X=\mathbb{X}^{N+1}$ we have

$$
c_{G}(\mu, x)=\sum_{l=1}^{N}\left[-\mu(l-1)^{t} x(l)+c_{G_{l-1}}(\mu(l-1), x(l-1))\right]
$$

where

$$
c_{G_{l}}(\mu(l), x(l)):=\min _{\xi \in G_{l}(x(l))} \mu(l)^{t} \xi(l=0,1, \ldots, N-1) .
$$

Observe that $\left(x_{0}(0), x_{0}(1), \ldots, x_{0}(N)\right)$ satisfies (5.1) since it is a trajectory of system (5.1). From this it is clear that $\mu=(\mu(0), \mu(1), \ldots, \mu(N-1)) \in$ $E_{0}^{+}$if and only if

$$
c_{G_{l}}\left(\mu(l), x_{0}(l)\right)=\mu(l)^{t} x_{0}(l+1)(l=0,1, \ldots, N-1)
$$

We now prove that condition (CQ) is automatically satisfied. Indeed, for $x_{0}=\left(x_{0}(0), x_{0}(1), \ldots, x_{0}(N)\right)$ and $\mu=(\mu(0), \mu(1), \ldots, \mu(N-1))$ we have

$$
\begin{aligned}
& \partial c_{G}\left(\mu, x_{0}\right)=\left[\partial c_{G_{0}}\left(\mu(0), x_{0}(0)\right)\right] \times\left[-\mu(0)+\partial c_{G_{1}}\left(\mu(1), x_{0}(1)\right)\right] \\
& \quad \times \cdots \times\left[-\mu(N-2)+\partial c_{G_{N-1}}\left(\mu(N-1), x_{0}(N-1)\right)\right] \times[-\mu(N-1)] .
\end{aligned}
$$

From this it is clear that $0 \in \partial c_{G}\left(\mu, x_{0}\right)$ if and only if $\mu(l)=0 \quad(l=N-$ $1, N-2, \ldots, 0$ ). This proves that condition (CQ) holds.
We now assume that the following set-valued maps are closed:

$$
\begin{align*}
& (\zeta, \xi) \in D^{+} \times \mathbb{X} \longmapsto \partial c_{H}(\zeta, \xi) \subset \mathbb{X},  \tag{5.2}\\
& (\mu(l), \xi) \in \mathbb{X} \times \mathbb{X} \longmapsto \partial c_{G_{l}}(\mu(l), \xi) \subset \mathbb{X}(l=0,1, \ldots, N-1) \tag{5.3}
\end{align*}
$$

where

$$
c_{H}(\zeta, \xi)=\min _{y \in H(\xi)} \zeta^{t} y .
$$

Applying Theorem 4.1 (and Remark 4.1) we obtain the following result: If $\left(x_{0}(0), x_{0}(1), \ldots, x_{0}(N), y_{0}\right)$ is a Hartley properly efficient point of multiobjective optimization Problem ( $\mathrm{P}^{\prime}$ ) then there exist a positive integer $k \leqslant 1+(N+1) \operatorname{dim} \mathbb{X}$, points $\zeta_{j} \in D^{+i}(j=1,2, \ldots, k)$ and $\mu(l) \in \mathbb{X}(l=$ $0,1, \ldots, N-1)$ such that

$$
\left.\begin{array}{c}
0 \in \partial c_{G_{0}}\left(\mu(0), x_{0}(0)\right),  \tag{5.4}\\
\mu(l-1) \in \partial c_{G_{l}}\left(\mu(l), x_{0}(l)\right)(l=1,2, \ldots, N-1), \\
\mu(N-1) \in \sum_{j=1}^{k} \partial c_{H}\left(\zeta_{j}, x_{0}(N)\right)
\end{array}\right\}
$$

and

$$
\begin{align*}
& c_{H}\left(\zeta_{j}, x_{0}(N)\right)=\zeta_{j}^{t} y_{0}(j=1,2, \ldots, k)  \tag{5.5}\\
& c_{G_{l}}\left(\mu(l), x_{0}(l)\right)=\mu(l)^{t} x_{0}(l+1) \quad(l=0,1, \ldots, N-1) \tag{5.6}
\end{align*}
$$

Observe that (5.4) is derived from (4.4). Observe also that (5.5) (resp. (5.6)) holds since $\zeta_{j} \in D_{0}^{+i}\left(\right.$ resp. $\left.(\mu(0), \mu(1), \ldots, \mu(N-1)) \in E_{0}^{+}\right)$.

The above result is obtained under the assumption of the closedness of set-valued maps (5.2) and (5.3). Under some extra conditions this assumption will be satisfied. For example, from [8, Example 2.2] we see that the closedness of set-valued maps (5.3) is satisfied if

$$
\begin{equation*}
G_{l}(\xi)=\left\{g_{l}(\xi, u): u \in U\right\} \quad(l=0,1, \ldots, N-1) \tag{5.7}
\end{equation*}
$$

where $U$ is a compact subset of an Euclidean space $\mathcal{U}$ and $g_{l}: \mathbb{X} \times \mathcal{U} \rightarrow \mathbb{X}$ is a single-valued map of the class $C^{1}$. Similar sufficient conditions for the closedness of set-valued map (5.2) can be formulated.

Observe that under assumption (5.7) system (5.1) can be seen as a discrete time dynamical system whose behavior is described by the following equations

$$
x(l)=g_{l-1}(x(l-1), u(l-1))(l=1,2, \ldots, N)
$$

where the "control" $u(l)$ of the system at $l$ th time is subject to condition $u(l) \in U(l=0,1, \ldots, N-1)$. This system is often encountered in the optimal control theory for discrete time dynamical systems. We refer the reader to [15, Section 4] for necessary conditions for Geoffrion proper efficiency in a multiobjective discrete time optimal control problem involving not only controls but also parameters.

## Acknowledgement

The author would like to thank the anonymous referees whose remarks improved the paper.

## References

1. Auslender, A. (1984), Stability in mathematical programming with nondifferentiable data, SIAM Journal on Control and Optimization 22, 239-254.
2. Benson, H.P. (1979), An improved definition of proper efficiency for vector maximization with respect to cones, Journal of Mathematical Analysis and Applications 71, 232241.
3. Borwein, J.M. (1977), Proper efficient points for maximizations with respect to cones, SIAM Journal on Control and Optimization 15, 57-63.
4. Borwein, J.M. (1980), The geometry of Pareto efficiency over cones, Mathematische Operationforschung und Statistik, Serie Optimization, 11, 235-248.
5. Borwein, J.M. and Zhuang, D.M. (1991), Super efficiency in convex vector optimization, Mathematical Methods of Operations Research 35, 175-184.
6. Borwein, J.M. and Zhuang, D.M. (1993), Super efficiency in vector optimization, Transactions of the American Mathematical Society, 338, 105-122.
7. Clarke, F. H. (1983), Optimization and Nonsmooth Analysis, Wiley-Interscience, New York.
8. Dien, P.H. (1983), On locally Lipschitz maps and general extremal problems with inclusion constraints, PhD Thesis, Hanoi Institute of Mathematics.
9. Dien, P.H. (1983), Locally Lipschitz set-valued mappings and generalized extremal problems, Acta Mathematica Vietnamica, 8(2), 109-122.
10. Geoffrion, A.M. (1968), Proper efficiency and the theory of vector maximization, Journal of Mathematical Analysis and Applications 22, 618-630.
11. Gong, X.H., Dong, H.B. and Wang, S.Y. (2003), Optimality conditions for proper efficient solutions of vector set-valued optimization, Journal of Mathematical Analysis and Applications 284, 332-350.
12. Guerraggio, A., Molho, E. and Zaffaroni, A. (1994), On the notion of proper efficiency in vector optimization, Journal of Optimization Theory and Applications 82, 1-21.
13. Hartley, R. (1978), On cone-efficiency, cone-convexity, and cone-compactness, SIAM Journal on Applied Mathematics 34, 211-222.
14. Henig, M.I. (1982), Proper efficiency with respect to cones, Journal of Optimization Theory and Applications 36, 387-407.
15. Huang, X.H. and Yang, X.Q. (2002), On characterizations of proper efficiency for nonconvex multiobjective optimization, Journal of Global Optimization 23, 213-231.
16. Kim, D.S., Lee, G.M. and Sach, P.H. (2004), Hartley proper efficiency in multifunction optimization, Journal of Optimization Theory and Applications 120, 129-145.
17. Kuhn, H.W. and Tucker, A.W. (1950), Nonlinear Programming, Proc. Second Berkeley Sympesium on Mathematical Statistics and Probability, University of California Press, Berkeley, California, pp. 481-492.
18. Lee, G.M., Kim, D.S. and Sach, P.H. (2005), Characterizations of Hartley proper efficiency in nonconvex vector optimization, Journal of Global Optimization 33, 273-298.
19. Li, Z.F. (1998), Benson proper efficiency in the vector optimization of set-valued maps, Journal of Optimization Theory and Applications 98, 623-649.
20. Mehra, A. (2002), Supper efficiency in vector optimization with nearly convexlike setvalued maps, Journal of Mathematical Analysis and Applications 276, 815-832.
21. Rong, W.D. and Wu, Y.N. (1998), Characterization of supper efficiency in cone-convexlike vector optimization with set-valued maps, Mathematical Methods of Operations Research 48, 247-258.
22. Sach, P.H. (2003), Nearly subconvexlike set-valued maps and vector optimization problems, Journal of Optimization Theory and Applications 119, 335-356.
23. Sach, P.H. and Craven, B.D. (1991), Invex multifunctions and duality, Numerical Functional Analysis and Optimizations 12, 575-591.
24. Sach, P.H., Lee, G.M. and Kim, D.S. (2003), Infine functions, nonsmooth alternative theorems and vector optimization problems, Journal of Global Optimization 27, 51-81.
25. Sawaragi, Y., Nakayama, H. and Tanino, T. (1985), Theory of Multiobjective Optimization, Academic Press, New York.
26. Song, W. (1998), Duality in set-valued optimization, Dissertations Mathematicae, 375, 1-68.
27. Yang, X.M., Li, D. and Wang, S.Y. (2001), Near-Subconvexlikeness in vector optimization with set-valued functions, Journal of Optimization Theory and Applications 110, 413-427.
